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Network Embedding
• Find a low-dimensional vector representation of each node in a graph while preserving t

he network structure
• Intuition: Similar nodes in a graph have similar vector representations
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Multiplex Network (Multi-view network) 

Relation
:citation

Relation
:coauthor

Node: author

• A single node type, multiple edge types
• Example 1: Publication network

• Relationship between papers
• Citation, share authors, share keywords

• Relationship between authors
• Co-author, co-advisor, co-citation

• Example 2: Movie database
• Relationship between movies

• Common director, common actor

• Example 3: Social network
• Relationship between users

• Family member, school friend, co-worker 

• Example 4: E-commerce
• Relationship between items

• Also-viewed, also-bought, bought-together
• …



Motivation
• Although different types of relations can independently form different graphs, these gra

phs are related
• Mutually help each other on various downstream tasks

• Example: Publication network
• Inferring the topic of a paper only from its citations is difficult
• But, also knowing other papers written by the same authors will help predict its topic

• Authors usually work on a specific research topic
• Furthermore, if node attributes are given, it becomes even easier

• e.g., Abstract of the papers
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This work
• Goal: Learn node representations in multiplex networks

• Capture the interactions between multiple relation types
• Consider node attributes if they are given

• Apply the learned representations for various downstream tasks
• Node classification, node clustering, similarity search
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Network Structure-based Methods

Do not consider node attributes
+ depend on label information

• Qu et al, 2017, Zhang et al, 2018, Chu et al, 2019



GNN-based methods
• Apply GCN (Ma et al, 2019) or GAT (Wang et al, 2019) to a multiplex network

Graph Attention 
Network

Graph Attention 
Network

Attention

Do not consider the global information (neighborhood aggregation)
+ depend on label information



Limitations of Previous Work
1. Ignore node attributes information
2. Rely on node labels

• However, labels are not always given in the real world

3. Cannot capture the global property

u and v should have similar embeddings
because they share similar structures

u and v are globally similar



Proposed Framework
: Deep Multiplex Graph Infomax (DMGI)
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Background: 
Mutual Information (MI)
• Measures the amount of information that two variables share
• If X and Y are independent, then 𝑃!" = 𝑃!𝑃" → in this case, MI = 0

• High MI? → One variable is always indicative of the other variable
• Recently, scalable estimation of mutual information was made both possible and practic

al through Mutual Information Neural Estimation (MINE) [ICML18]
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Deep Infomax (Hjelm et al, 2019)

• Unsupervised representation learning method for image data
• Intuition: Maximize mutual information (MI) between local patches and the global repr

esentation of an image

−

+

Deep Infomax (Hjelm et al, 2019)

Discriminator tries to discriminate 
between “Real” and “Fake”



Deep Graph Infomax (Velickovic et al, 2019)

• Deep Graph Infomax (DGI) applies Deep Infomax on graph domain
• Unsupervised graph representation learning method that considers node features
• Notations

• Learn a graph convolutional encoder
• Generates node representations by repeated aggregation over local node neighborhoods
• ℎ! summarizes a patch of the graph centered around node 𝑖 (≈ patch representation)

Analogy: Local patch representation in an image == Node representation in a graph

: A set of node features (N: number of nodes)

: Adjacency matrix



Deep Graph Infomax (Velickovic et al, 2019)

GCN

Global information

Local 
information

Maximizes the mutual information between the local patches and 
the graph-level global representation



Why Deep Graph Infomax?
• Considers node attributes

• Graph convolution network based

• Does not rely on node labels
• Unsupervised learning

• Captures global information
• Mutual information maximizataion
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How can we apply DGI on attributed multiplex networks?



Relation-specific Node Embedding
• Obtain relation specific node embedding for every node

Relation type specific objective

𝑨("): Adjacency matrix w.r.t. relation 𝑟
𝑯("): Node embedding matrix w.r.t. relation 𝑟

• Obtain relation specific graph-level representation (𝑠(#): summary vector w.r.t relation 𝑟)

GCN

However, this cannot capture the interactions among different relation types



Learning Consensus Node Embedding
• How to combine the relation specific embeddings into a single consensus embedding by 

considering the interactions among different relation types?
1. Consensus embedding regularizer
2. Universal discriminator



• Step 1: Aggregate node embeddings from multiple relation types

Consensus Embedding Regularizer

• How can we design the aggregation function 𝑄?
1. Simple summation + average → Treats all the relation types equivalently

2. Adopt attention mechanism→ Consider the importance of different relation types



• Step 2: Introduce a consensus node embedding matrix 𝒁 ∈ 𝑹𝒏×𝒅
• 𝒁 should unify all the relation-specific node embeddings

1) Maximize the agreement with the set of “real” node embeddings
2) Maximize the disagreement with the “fake” node embeddings

Consensus Embedding Regularizer



Universal Discriminator
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• Recall the discriminator 𝐷(𝒉, 𝒔) that discriminates …
• whether 𝒉 is from the original graph that can be summarized as 𝒔

Probability that *ℎ$ is from the 
fake graph 

• Learn a universal discriminator that is capable of scoring the real pairs higher than the 
fake pairs regardless of the relation types

Facilitates the joint modeling of different relation types together with the 
consensus regularization

Probability that ℎ% is from the 
real graph 

Score matrix w.r.t.
relation 𝑟



Final Objective
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• 𝐿(#): Relation-specific loss
• 𝑙%&: Consensus regularization framework
• 𝛼: Regularization coefficient



Extension to Semi-supervised Model
• DMGI is trained in a fully unsupervised manner
• However, in reality, nodes are sometimes associated with label information, which can 

guide the training of node embeddings
• Easily extendable to semi-supervised model

𝑍: Consensus embedding
𝑓(): Logistic regression classifier



Proposed Framework
: Deep Multiplex Graph Infomax (DMGI)
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Experiments
• Dataset
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Competitors
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Evaluation Results
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DMGI outperforms all the state-of-the-art baselines not only on the unsupervised 
tasks, but also the supervised task

(although the improvement is more significant in the unsupervised task as expected)

Clustering & Similarity Search (Unsupervised task) Node classification (Supervised task)



Evaluation Results
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DGI shows relatively good performance, but the performance is unstable
(poor performance on Amazon dataset)

→ multiple relation types should be jointly modeled

Clustering & Similarity Search (Unsupervised task) Node classification (supervised task)



Evaluation Results
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Clustering & Similarity Search (Unsupervised task) Node classification (supervised task)

Attribute-aware multiplex network embedding methods (mGCN, HAN)
> methods that neglect the node attributes. (CMNA, MNE)

(even though we concatenated node attributes to the node embeddings)
→ verifies not only the benefit of modeling the node attributes, but also that 

the attributes should be systematically incorporated into the model



Effect of Attention Mechanism
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𝑫𝑴𝑮𝑰𝒂𝒕𝒕𝒏 outperforms 𝑫𝑴𝑮𝑰 in most of 
the datasets but IMDB dataset

Why?



Analysis on Attention Weights
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ACM IMDB DBLP Amazon

- The attention weights eventually end up in both extremes (Close to either 0 or 1)
- Most of the attention weight is dedicated to a single relation type

• Visualization of the attention weights



Going back …
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The performance 
differences among 
relation types are 
more biased to a 
single relation type

All the relations show relatively 
similar performance

ACM, DBLP, Amazon

IMDB

→ Both relations are important

→ Some relations are more 
important than others

→ Skewed attention 
works

→ Skewed attention is not helpful



Using attention score as a way of filtering
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• In DBLP, PATAP turned out to be the most useless relation (i.e., PATAP is noise)
→ We expect that removing PATAP will improve performance

• 𝐷𝑀𝐺𝐼'(() obtains even better results without “PATPA” than using all the relation types, 
whereas for GCN and DGI, still considering all the relation types shows the best performance. 

Attention mechanism can be useful to filter out unnecessary relation types, which 
will especially come in handy when the number of relation types is large.



Ablation Study
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Node
Classification

Clustering
Sim. search

Semi supervised module is mainly beneficial for supervised task



Ablation Study
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Node
Classification

Clustering
Sim. search

Lee et al, 2019

Advanced pooling technique helps, but not significantly



Ablation Study
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Node
Classification

Clustering
Sim. search

Maximize the agreement with the set 
of “real” node embeddings

Maximize the disagreement with the 
“fake” node embeddings



Ablation Study
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Node
Classification

Clustering
Sim. search

Universal discriminator is critical



Conclusion
• A simple yet effective unsupervised method for embedding attributed multiplex network
• DMGI can jointly integrate the embeddings from multiple types of relations between no

des through the consensus regularization framework, and the universal discriminator
• The attention mechanism can infer the importance of each relation type

• Facilitates the preprocessing of the multiplex network

• Showed superior results not only on unsupervised tasks, but also on a supervised task
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