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• A ubiquitous data structure to model the relationships between entities
• Many types of data can be flexibly formulated as networks

Network is Everywhere

Social Network Biological Network

Chemical Network Network of neurons

Road networkInternet-of-Things

Financial network Logistic network



Classical Tasks in Networks
• Node classification
• Predict the type of a given node

• Link prediction
• Predict whether two nodes are linked

• Community detection
• Identify densely linked clusters of nodes

• Network similarity
• How similar are two (sub)networks

Example: Link Prediction 
(Friend Recommendation)

??

How do we solve these 
network-related tasks? Network Embedding!



What is Network Embedding?
• Encode nodes so that similarity in the embedding space approximates 

similarity in the original network
• Similar nodes in a network have similar vector representations
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Network 
Embedding



Is a Single Vector Enough?
• Nodes (e.g., authors) in an academic publication network belong to 

multiple research communities
• Modeling each node with a single vector entails information loss

Data Mining

Database

NLP

Multi-aspect of each node should be captured



Is Multi-aspect Enough?
• Authors can belong to multiple research communities
• These communities interact with one another
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Data 
MiningDatabase Computer 

Architecture

More Related Less related

Interactions among aspects should be captured



Research Question
1. Is a Single Vector Enough?
• Solution: Multi-aspect Network Embedding

2. Is Multi-aspect Enough?
• Solution: Aspect Regularization Framework
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Previous work: Clustering-based aspect assignment
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Colleague

Family

Schoolmate

Clustering

Assign and fix “family” aspect

Aspect 
assignment

Start network 
embedding

Done!
[WWW19 Epasto et al]
[KDD19 Liu et al]

1. Each node always has the same fixed aspect 
regardless of its current context

2. Final network embedding quality depends 
on the performance of clustering
• Training cannot be done end-to-end

Done before embedding learning



This work: Context-based aspect assignment
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Assign “Schoolmate” aspect

Context: Schoolmate

Previous clustering-based method

Only considers 
one-hop neighborsConsiders 

multi-hop neighbors

More effective for capturing 
multi-aspect user behavior
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Assign a single aspect for each node 
based on the context

This assignment process is non-differentiable

Context: Family

Assign “Family” aspect

This work: Context-based aspect assignment



Gumbel-Softmax based Aspect Selection

• Adopt the Gumbel-softmax trick to dynamically sample aspects 
based on the context
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Non-differentiable
assignment

Differentiable 
assignment



Gumbel-Softmax Trick (Jang et al, 2017)

• A simple way to draw a one-hot sample 𝒛 from the categorical distribution
• Given: A 𝐾-dimensional categorical distribution with class probability 
𝜋!, 𝜋", … , 𝜋#
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(Jang et al, 2017) Categorical reparameterization with gumbel-softmax, ICLR 2017

Gumbel noise drawn 
from Gumbel(0,1)

Non-differentiable

𝑖

Temperature parameter

As 𝜏 → 0, samples from the 
Gumbel-Softmax distribution 
become one-hot

Differentiable

Gumbel-
softmax

Gumbel-
max

Continuous
relaxation of 

discrete random 
variable



Gumbel-Softmax based Aspect Selection

• Adopt the Gumbel-softmax trick to dynamically sample aspects 
based on the context
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Embedding of 𝑣!

Context (𝑁(𝑣"))Target: 𝑣"

{𝑣!, 𝑣", 𝑣#, 𝑣$}

Embedding of 𝑁(𝑣!) regarding aspect s
Gumbel-softmax

Sample the 
aspect that 

gives the 
highest value

Probability of 𝑣! being 
selected as aspect 𝑠 given 

its context 𝑁(𝑣!)

Local context of 𝑣!

Aspect of node 𝑣!



Single-aspect → Multi-aspect
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Final objective 
function

Single-aspect

Multi-aspect

Aspect selection 
probability



Research Question
1. Is a Single Vector Enough?
• Solution: Multi-aspect Network Embedding

2. Is Multi-aspect Enough?
• Solution: Aspect Regularization Framework
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Aspect Regularization Framework
• Interactions among aspects should be captured
• More related: Data Mining (DM) ↔ Database (DB)
• Less related: Data Mining (DM) ↔ Computer Architecture (CA)

How to capture both relatedness and diversity among aspects?

• Goal: Aspect embeddings should be 
1. Related to each other (Relatedness)

• To capture some common information shared among aspects (e.g., DM ↔ DB)
2. Diverse from each other (Diversity)

• To independently capture the inherent properties of individual aspects (e.g., DM ↔ CA)



• Minimize similarity among aspect embeddings (= maximize diversity)

Capturing Diversity
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Aspect embedding 
matrix w.r.t. aspect 𝑖Aspect similarity between 

aspect 𝑖 and 𝑗

Cosine similarity

What about relatedness?



Capturing Relatedness
• Allow similarity among aspects to some extent
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Maximize diversity Maximize diversity + allow some similarity

• Enforce loss if similarity is larger than 𝜖
• Allow similarity as much as 𝜖

Binary mask



Final Objective Function
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Multi-aspect 
embedding

Aspect 
regularization

Question 1
Question 2



Overall Architecture: asp2vec
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Experiments: Dataset
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Result: Link Prediction

23

• asp2vec generally performs well on all datasets
• Especially superior on social networks, PPI and Wikipedia networks

- asp2vec performs better on networks that inherently exhibit multiple aspects



Result: Benefit of Gumbel-softmax based Aspect Selection
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Improvements: Social networks, PPI >> Academic networks
- Aspect modeling is more effective for networks with inherently diverse aspects

- Aspect diversity: ex) User in social network vs. author in academic network

Gumbel-Softmax
is beneficial



Result: Benefit of Aspect Regularization
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1) Performance drops 
significantly when the aspect 
regularization framework is 
not incorporated

2) Aspect regularization 
framework is less effective 
on the academic networks
• Academic networks 

inherently have less diverse 
aspects



Result: How are the aspect embeddings learned?
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Average pairwise similarity 
between aspect 
embedding vectors for all 
nodes

- Aspect embeddings are trained to be highly similar to each other without 𝑟𝑒𝑔!"#
- Verifies the necessity of aspect regularization

- Small 𝜖 encourages the aspect embeddings to be diverse
- Large 𝜖 allows more flexibility in learning the aspect embeddings



Result: How are aspects assigned? 
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Previous work 
(offline clustering-based aspect selection)

Proposed work
(Gumbel-softmax based 

aspect selection)

Frequency of a node 
appearing in random walks

(Node popularity)

Variance of 
aspect 

distribution

Frequently appearing node → Popular
→ Likely to have diverse aspects

→ Aspects are relatively evenly distributed
→ Variance of aspect distribution is small

The results reflect the 
real-world data

How does the real data look like?



Conclusion

• Proposed a novel multi-aspect network embedding method
• Dynamically determines the aspect based on the context information

• Aspect selection module (based on Gumbel-softmax trick) 
• Approximate the discrete sampling of the aspects
• End-to-end training

• Aspect regularization framework
• Encourage the learned aspect embeddings to be diverse, but to some 

extent related to each other
• Also easily extended to heterogeneous network (See paper)
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Thank You!

For more information, please check our paper and code!
• Paper: https://arxiv.org/abs/2006.04239
• Code & Datasets: https://github.com/pcy1302/asp2vec
• Contact: cy.park424@gmail.com

https://arxiv.org/abs/2006.04239
https://github.com/pcy1302/asp2vec

